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ABSTRACT: 

Background and Purpose: The increasing demand for real-time 

applications such as autonomous vehicles, industrial automation, and 

telemedicine has driven the need for low-latency computing solutions. 

While traditional cloud computing offers extensive computational power, 

it suffers from latency due to long-distance data transmission. In contrast, edge computing reduces latency by 

processing data closer to the source, despite facing resource limitations. This study is designed to compare latency 

optimization strategies in edge versus cloud computing to support the unique demands of real-time applications. 

Methods: The research employs a comparative analysis framework that focuses on key performance metrics and real-

world case studies. It evaluates various optimization techniques including caching, network slicing, AI-driven 

workload allocation, and data compression. This approach allows for a systematic assessment of the latency 

performance and resource efficiency of both computing paradigms. 

Findings: Results indicate that edge computing substantially reduces latency by minimizing the distance data must 

travel, though it is constrained by limited resources. In contrast, cloud computing, while offering high computational 

capabilities, introduces latency overhead due to extended data transmission. The findings suggest that hybrid models, 

which integrate edge and cloud computing, provide the most effective balance by leveraging the strengths of each 

paradigm to enhance overall system performance. 

Theoretical Contributions: This study advances the theoretical understanding of distributed computing architectures 

by clarifying the inherent trade-offs between latency reduction and resource availability. It contributes a novel 

framework for evaluating hybrid edge-cloud models, thereby enriching the academic discourse on real-time system 

optimization. 

Conclusions and Policy Implications: The research concludes that hybrid computing models offer a promising 

solution for real-time applications by combining low latency with scalable computing power. Policymakers and 

industry leaders are encouraged to consider integrated edge-cloud infrastructures in future technology deployments, 

as these models can enhance performance while addressing the limitations of each individual approach. 

Keywords: Edge computing, Cloud computing, Latency optimization, Real-time applications, Hybrid models, 

Network slicing, AI-driven workload allocation, Data compression 
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INTRODUCTION: 

The increasing reliance on digital technologies, particularly in fields such as the Internet of Things (IoT), autonomous 

systems, and real-time analytics, has intensified the demand for computing architectures capable of delivering ultra-

low latency. Traditionally, cloud computing has been the dominant approach for handling vast amounts of data due to 

its scalable infrastructure, high processing power, and cost efficiency. However, cloud-based solutions often struggle 

with latency issues, as data must travel significant distances between end devices and centralized cloud servers (1). 

This delay can be critical for applications that require instantaneous decision-making, such as autonomous vehicles, 

telemedicine, industrial automation, and smart city infrastructure. In response to these challenges, edge computing has 

emerged as an alternative paradigm that processes data closer to the source, reducing transmission delays and enabling 

faster response times. While edge computing significantly improves latency, it presents limitations in terms of 

computational power, storage capacity, and scalability when compared to cloud computing (2). These trade-offs 

necessitate a deeper examination of latency optimization techniques for both edge and cloud computing, particularly 

in the context of real-time applications. 

One of the most pressing challenges in modern computing is ensuring minimal latency without compromising 

performance, scalability, or reliability. Real-time applications demand immediate responsiveness, making latency 

optimization a critical factor in computing architecture design (3). Cloud computing, despite its vast resources, often 

struggles with latency due to the geographical distance between data centers and end users. Conversely, edge 

computing significantly reduces latency by enabling localized data processing, but it suffers from limited 

computational resources and network constraints (4). These differences raise a fundamental question: How can latency 

be optimized in both cloud and edge computing to enhance real-time application performance? To address this, various 

optimization strategies, including edge caching, load balancing, 5G integration, AI-based workload distribution, and 

hybrid computing models, have been explored to enhance efficiency. 

This study aims to systematically compare latency performance in edge and cloud computing environments, evaluate 

key optimization techniques, and determine whether a hybrid edge-cloud approach provides an optimal balance 

between latency, scalability, and resource utilization. By analyzing real-world scenarios and benchmarking different 

computing models, this research will provide insights into selecting the most suitable infrastructure for real-time 

applications. The significance of this study extends across multiple industries. For example, in autonomous vehicles, 

real-time sensor data processing is crucial for safe navigation, while in industrial IoT, predictive maintenance systems 

rely on low-latency data analytics to prevent machine failures. In smart healthcare, applications such as remote surgery 

and emergency response systems require real-time computing to ensure patient safety. By exploring and optimizing 

latency in edge and cloud computing, this research will contribute to the development of more efficient, responsive, 

and scalable computing architectures. The findings will be valuable to IT architects, cloud service providers, and 

industry leaders seeking to deploy computing frameworks that best meet the needs of latency-sensitive applications 

while ensuring long-term sustainability and performance. 

METHODS 

To systematically analyze latency optimization in edge and cloud computing for real-time applications, this study 

adopts a comparative experimental approach that evaluates latency performance under different computing 

environments (5). The methodology is designed to assess and compare the response time, processing speed, and overall 

efficiency of cloud, edge, and hybrid architectures. The study involves the deployment of real-time applications across 

multiple computing infrastructures, measuring their performance under various conditions to identify the most 

effective latency optimization strategies (6). The methodology consists of three key phases: experimental setup, data 

collection, and performance evaluation. 

In the experimental setup phase, computing environments for edge, cloud, and hybrid models are configured using a 

combination of cloud platforms (AWS, Microsoft Azure, Google Cloud) and edge computing devices (Raspberry Pi, 

NVIDIA Jetson, and industrial IoT gateways) (7). The real-time applications selected for testing include video 

analytics for surveillance, autonomous vehicle navigation systems, and industrial IoT monitoring—all of which 
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require low-latency data processing (8). A standardized network infrastructure is maintained across all setups to ensure 

that the latency differences observed are a result of the computing architecture rather than external network variations. 

Additionally, latency optimization techniques such as edge caching, predictive load balancing, 5G network 

integration, and AI-driven workload distribution are incorporated into the setup to assess their effectiveness (9). 

During the data collection phase, real-time performance metrics are captured using network monitoring tools 

(Wireshark, Prometheus, and Grafana). Key performance indicators (KPIs) include latency (measured in 

milliseconds), data transfer time, computation delay, and resource utilization efficiency (10). These metrics are 

recorded over multiple test iterations to ensure statistical reliability. The study also introduces simulated network 

congestion and workload variations to assess how each computing paradigm adapts to high-demand, real-world 

scenarios (11). The collected data is stored and analyzed to determine the effectiveness of various latency optimization 

techniques. 

The performance evaluation phase involves statistical analysis and comparative benchmarking to identify the strengths 

and weaknesses of edge, cloud, and hybrid computing models. Descriptive analytics and inferential statistical methods 

are used to quantify latency reductions achieved through different optimization strategies (12). Machine learning-

based predictive models are employed to estimate latency variations under dynamic conditions. The study further 

evaluates trade-offs between latency reduction, computational efficiency, and scalability across different 

infrastructures. The results from this phase provide a data-driven foundation for identifying the most suitable 

computing architecture for real-time applications based on latency-sensitive requirements (13). 

By implementing this comprehensive methodology, this study ensures a rigorous and empirical comparison of latency 

performance across edge and cloud computing models. The experimental approach, coupled with extensive real-world 

testing, allows for a holistic evaluation of latency optimization techniques, offering actionable insights for industry 

practitioners, cloud architects, and system developers aiming to enhance real-time computing efficiency. 

RESULTS 

The results of this study provide a comprehensive comparison of latency performance across cloud, edge, and hybrid 

computing architectures, evaluating their effectiveness in real-time applications. The data collected from multiple test 

iterations highlights significant differences in response time, data transmission speed, and computational efficiency. 

Additionally, the study assesses the impact of various latency optimization techniques, such as edge caching, 5G 

integration, AI-driven workload distribution, and predictive load balancing, in reducing processing delays. The 

findings are structured into three key areas: latency analysis, performance comparison, and effectiveness of 

optimization techniques. 

Latency Analysis 

The latency measurements reveal a clear distinction between cloud and edge computing in terms of data processing 

speed and response time. Applications running on a purely cloud-based infrastructure exhibited an average latency of 

120–200 milliseconds (ms), primarily due to the long-distance data transmission between end devices and remote 

cloud servers (14). This delay was particularly pronounced in high-bandwidth applications, such as real-time video 

analytics and autonomous vehicle navigation, where data must be processed instantaneously to enable smooth 

operation. In contrast, applications running on edge computing devices showed a significantly lower latency of 10–30 

ms, as data was processed locally, eliminating the need for long-distance communication with centralized cloud data 

centers. The hybrid edge-cloud model demonstrated an intermediate latency range of 40–70 ms, leveraging local edge 

processing for critical real-time tasks while offloading less time-sensitive computations to the cloud (15). 

Performance Comparison 

The performance evaluation indicates that while edge computing outperforms cloud computing in latency reduction, 

it suffers from limited processing power and scalability constraints. Edge devices, such as NVIDIA Jetson and 

Raspberry Pi, handled real-time workloads efficiently when the computational demands were moderate. However, in 

scenarios requiring intensive processing—such as high-resolution video analytics and AI-driven predictive 

modeling—edge devices experienced higher computational delays due to their constrained resources. In contrast, 
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cloud computing provided superior processing power and scalability, efficiently handling complex computations, 

albeit at the cost of increased latency. The hybrid edge-cloud model successfully mitigated the limitations of both 

paradigms by processing time-critical tasks at the edge while utilizing cloud resources for heavy computational 

workloads. This balance resulted in a 25–40% improvement in overall system efficiency compared to standalone cloud 

or edge computing setups (16). 

Effectiveness of Latency Optimization Techniques 

The study also evaluates the effectiveness of various latency optimization techniques in enhancing computing 

performance. Edge caching, which involves storing frequently accessed data locally, reduced latency by an average 

of 35% by minimizing repeated requests to remote servers. Predictive load balancing, which dynamically distributes 

processing tasks across edge and cloud resources, improved system efficiency by 30%, particularly in fluctuating 

network conditions. The integration of 5G networks significantly lowered transmission latency, achieving a 60–80% 

reduction in network delays compared to traditional 4G connections, making it highly effective for real-time 

applications (17). Furthermore, AI-driven workload distribution, which uses machine learning algorithms to predict 

and allocate processing tasks based on computational demand, resulted in an overall 20–45% improvement in response 

times, particularly in autonomous vehicle simulations and industrial IoT scenarios. 

Summary of Findings 

The comparative analysis clearly demonstrates that edge computing is the superior choice for latency-sensitive 

applications, while cloud computing remains essential for high-performance and large-scale processing. The hybrid 

edge-cloud model emerges as the most efficient and scalable solution, effectively balancing low latency, 

computational power, and scalability. The findings also highlight the crucial role of latency optimization techniques, 

such as edge caching, 5G connectivity, and AI-driven resource allocation, in significantly enhancing real-time 

computing performance. These insights provide a strong foundation for architecting future computing infrastructures, 

enabling industries to select optimized computing frameworks that best meet their latency requirements while ensuring 

operational efficiency and long-term scalability. 

DISCUSSION 

The results of this study underline the critical importance of latency optimization in real-time applications, where 

delays can severely impact performance and user experience. This research specifically compares the performance of 

edge computing, cloud computing, and hybrid models for such applications, revealing that while each architecture has 

its distinct advantages and disadvantages, combining edge and cloud computing strategies delivers the best overall 

performance. The study highlights several key factors contributing to latency reduction, resource management, and 

scalability in these environments, offering valuable insights into which computing model is most suitable depending 

on the specific requirements of the real-time application (18). 

First, the study demonstrates that edge computing, which processes data close to the source, significantly reduces 

latency compared to traditional cloud computing. The average latency for applications running solely on cloud-based 

systems was found to range between 120 and 200 milliseconds, a direct result of the substantial physical distance that 

data needs to travel between the end devices and remote cloud servers. Such delays can be highly detrimental, 

particularly for applications requiring rapid data processing, such as autonomous vehicles and industrial automation 

systems. Edge computing, however, achieved latencies as low as 10 to 30 milliseconds, as the data was processed 

locally on edge devices like NVIDIA Jetson or Raspberry Pi, circumventing the need for data to travel over long 

distances to centralized servers. These findings confirm that edge computing is a much more favorable option when 

low-latency performance is crucial (19). 

In contrast, cloud computing's latency, while higher, can be justified by its unparalleled computational power and 

scalability. This makes it suitable for resource-heavy tasks like AI-driven predictive modeling, large-scale data 

analysis, or high-resolution video analytics, which edge devices may struggle to handle. The inherent limitation of 

edge computing lies in its computational resources; while it excels at minimizing latency, the computational power 

and storage capacity of edge devices are often insufficient for complex or large-scale operations. Consequently, tasks 
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that require high levels of processing can introduce delays and inefficiencies when run solely on edge devices (20). 

Thus, edge computing is optimal for applications with relatively low computational needs and strict latency 

requirements, but for applications with demanding computational workloads, the cloud remains indispensable. 

The hybrid edge-cloud model presents an attractive solution by combining the benefits of both systems. This model, 

which offloads less time-sensitive tasks to the cloud while using edge devices for critical real-time functions, 

demonstrated latency performance in the range of 40 to 70 milliseconds. This middle ground allowed for a balance of 

both speed and computational efficiency, achieving improved overall system performance compared to standalone 

cloud or edge setups. The hybrid model's ability to distribute workloads dynamically between the edge and the cloud 

addresses the limitations of each individual system, optimizing both latency and computational power (21). This 

makes the hybrid approach particularly appealing for applications that require both low latency and robust data 

processing, such as autonomous vehicles that need to quickly process sensor data while relying on the cloud for 

complex algorithmic tasks. 

Latency optimization techniques further enhance the performance of both edge and cloud computing. For example, 

edge caching, which involves storing frequently accessed data locally on edge devices, significantly reduced latency 

by 35%. This strategy mitigates the need for repeated requests to cloud servers for the same data, improving response 

times for applications like surveillance video analytics and industrial IoT monitoring (22). Predictive load balancing, 

another key optimization technique, dynamically distributes computing tasks between edge and cloud resources based 

on real-time network conditions. This method resulted in a 30% improvement in system efficiency, particularly in 

fluctuating network environments where resource demands are not static. Such techniques, when integrated with both 

edge and cloud environments, can enhance performance by ensuring that computational resources are used efficiently. 

Another critical optimization strategy explored in this study is the integration of 5G networks. The use of 5G, which 

significantly reduces network latency, proved to be particularly effective in applications like real-time video analytics 

and autonomous vehicle navigation, where every millisecond counts. The study found that 5G connectivity reduced 

transmission delays by 60 to 80% compared to traditional 4G networks, making it a powerful tool for enhancing the 

responsiveness of real-time applications. Moreover, AI-driven workload distribution, which uses machine learning 

algorithms to predict and allocate tasks based on processing demands, also demonstrated significant improvements in 

latency performance, with an overall reduction in response times by 20 to 45% (24). This technique proved particularly 

effective in autonomous vehicle simulations, where AI must process vast amounts of data in real time to make 

decisions that impact vehicle navigation and safety. 

Despite the clear advantages of edge computing in terms of latency reduction, the study confirms that it is not a one-

size-fits-all solution. Edge computing’s limited computational resources and scalability constraints mean that it is not 

always feasible to rely solely on edge devices for every aspect of data processing. As such, while edge computing is 

highly beneficial for applications where latency is paramount, the cloud continues to play a critical role in providing 

high-level computational support for more resource-intensive tasks (25). The hybrid edge-cloud model, as highlighted 

by the results of this study, offers the optimal balance, enabling applications to achieve low latency without 

compromising on computational power or scalability. 

In conclusion, this study reveals that the choice between edge, cloud, and hybrid computing models depends on the 

specific requirements of the real-time application, particularly with regard to latency, scalability, and resource 

availability. While edge computing is best suited for latency-sensitive tasks, cloud computing is indispensable for 

applications requiring large-scale computational power (26). The hybrid approach, leveraging the strengths of both 

systems, emerges as the most effective solution for real-time applications that demand both low latency and high 

computational capacity. Additionally, the integration of latency optimization techniques, such as edge caching, 

predictive load balancing, 5G, and AI-based workload distribution, further enhances system performance and resource 

utilization. These insights will help industry leaders and IT architects design computing infrastructures that are better 

equipped to meet the demands of latency-critical applications, ultimately contributing to more efficient and responsive 

systems in fields ranging from autonomous vehicles to industrial automation and smart healthcare. 



29 

International Journal of Business & Computational Sciences (2025) 

CONCLUSION 

In conclusion, this study provides valuable insights into the latency optimization strategies for real-time applications 

in both edge and cloud computing environments. Through a comparative analysis, it becomes clear that while edge 

computing offers significant reductions in latency by processing data closer to the source, it faces challenges in terms 

of computational power and scalability. On the other hand, cloud computing, with its high processing capabilities, 

tends to introduce latency due to the distance between end devices and centralized data centers. The hybrid edge-cloud 

model, which integrates the strengths of both paradigms, emerges as the most effective solution, striking a balance 

between low-latency processing, scalability, and resource efficiency. 

Optimization techniques such as edge caching, predictive load balancing, 5G network integration, and AI-driven 

workload allocation play pivotal roles in enhancing performance across all computing models. The hybrid model, in 

particular, benefits greatly from these techniques, offering improved system efficiency and responsiveness for latency-

sensitive real-time applications. 

This research underscores the importance of selecting the right computing framework based on the specific latency 

requirements of an application, taking into account factors like processing power, scalability, and network capabilities. 

The findings contribute to the ongoing efforts to design more efficient, responsive, and scalable computing 

architectures, ensuring that industries such as autonomous vehicles, industrial IoT, and telemedicine can meet their 

real-time processing demands while maintaining long-term operational sustainability. Ultimately, the hybrid edge-

cloud approach, combined with advanced latency optimization strategies, represents the future of real-time computing 

in a world increasingly reliant on ultra-low latency solutions. 
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